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Abstract 

This study shows that the relative size of the youth bulge matters for how corruption affects the 
internal stability of a political system. We argue that corruption cannot buy political stability 
(e.g., the greasing hypothesis) in countries with a relatively large youth population. Using panel 
data covering the 2002-2012 period for more than 100 countries, we find a negative interaction 
effect between the relative size of the youth population and corruption on internal political 
stability. Corruption is a destabilizing factor for political systems when the share of the youth 
population in the adult population exceeds a threshold level of approximately 19%. The negative 
interaction term is robust, controlling for country and year fixed effects, a set of control 
variables that may affect internal political stability, an alternative operationalization of youth 
bulge, and a dynamic panel estimation method. 
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1- Introduction 

We aim to better illuminate an issue that is still controversial in the economic 

development literature: the influence of the perception of corruption on political stability1 and 

the moderating role of demography. Does the effect of corruption on political stability depend 

on the level of the youth bulge size? This is a novel question, and the answer will guide policy 

makers and international organizations in better allocating the anti-corruption budget, taking 

into account the demographic structure of societies and the risk of political instability. 

There are arguments in the literature for both the positive and negative effects of 

corruption on political stability. Fjelde (2009) shows that corruption can moderate the 

negative stability effects of oil rents. She concludes that a “selective accommodation of 

private interests” through political corruption may reduce the risk of armed conflict in (oil) 

resource-rich countries. Others such as Neudorfer and Theuerkauf (2014) have different 

opinions. They show a positive (i.e., increasing) effect of corruption on the risk of ethnic civil 

war, which is a main factor in government instability. They suggest that corruption distorts 

political decision making and increases the political and economic inequalities between 

different ethnic groups and, ultimately, the risk of large-scale conflict and instability.  

Another stream in the literature focuses on the economic growth effects of corruption 

with indirect implications for political instability. Some provide support for the “greasing” 

hypothesis, in which corruption helps moderate the negative effects of dysfunctional 

regulations and low-quality institutions (Leff, 1964; Huntington, 1968; Dreher and Gassebner, 

2013; Méon and Weill, 2010). According to the World Bank (private) firm-level survey 

database, approximately 20% of firms around the world are expected to give gifts to public 

                                                            
1 In this study, we follow Bjorvatn and Farzanegan (2015) and use “internal conflict” and “political instability” 
interchangeably. We use the internal conflict index of the International Country Risk Guide (ICRG, 2015) 
published by the Political Risk Services (PRS) group. Their internal conflict index varies from 0 (the least stable 
system) to 12 (the most stable system). That is, higher scores are given to countries in which there is no armed or 
civil opposition to the government and the government does not indulge in arbitrary violence, directly or 
indirectly, against its own people, whereas the lowest scores are given to countries that are experiencing an 
ongoing civil war. Thus, this index is related to the experience of actual violence or political instability. 
According to the ICRG (2015), countries with a lower probability of civil war/coup threat, terrorism/political 
violence, and civil disorder also enjoy a higher degree of political stability.  
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officials "to get things done". There is variation across regions: the lowest percentage of such 

experience is reported for the Organisation for Economic Co-operation and Development 

(OECD) firms (8%) and the highest for Sub-Saharan African firms (27%).2 This stream of 

literature suggests that corruption assists firms in addressing widespread inefficiency in public 

governance and the provision of public goods (see Vial and Hanoteau, 2010 and Kato and 

Sato, 2015).  

In contrast to this stream in the literature, there are studies that suggest that corruption 

is (more) an obstacle to development (Aidt, 2009). Corruption distorts public funds and 

directs them towards areas where bribes can be more easily collected, such as capital-

intensive infrastructure projects, rather than investing in the employment-intensive health care 

and education sectors (Mauro, 1995; Gupta et al., 2001; Blackburn and Sarmah, 2008). 

Peoples’ talents concentrate on rent seeking in corrupt societies rather than on long-term 

benefits (Mo, 2001). Corruption affects the poor by reducing social services. By contrast, it 

can be argued that it benefits the well-connected individuals of society, who are likely to be 

found in the high-income class (Gupta et al., 2002). Corruption has also serious implications 

for the quality of public goods. One example is the negative effects of corruption on 

environmental quality, increasing deforestation and air pollution and reducing access to public 

goods such as drinking water and sanitation (e.g., Fredriksson and Svensson, 2003; Anbarci et 

al., 2009; and Biswas et al., 2012). Several studies have shown the role of environmental 

degradation in political instabilities across the world (Hendrix and Salehyan, 2012; Hsiang et 

al., 2011). 

A further study links corruption to political stability by investigating the transmission 

channels of corruption for economic growth (Mo, 2001). The results show that a one-unit 

increase in corruption in the 1999 Transparency International-CPI corruption index reduces 

economic growth by 0.545 percentage points. One of the major transmission channels of the 

                                                            
2 See http://www.enterprisesurveys.org/data/exploretopics/corruption.  
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growth effects of corruption is political (in)stability. Political instability following increasing 

corruption accounts for 53% of the total negative effect of corruption on growth. Other 

channels through which corruption reduces growth are the negative effects on human capital 

and private investment. In a recent study, Dorsch et al. (2015) show that corruption (in the 

form of rent seeking) triggers instability effects of macro-economic shocks in autocracies.  

Our contribution is to introduce the youth bulge as a catalyst in the stability-corruption 

nexus. The core of our research question is to examine whether the effect of corruption on 

political stability is conditional on the relative size of the youth bulge. This question has been 

less investigated in the literature. The term “youth bulge” has been highlighted mostly by 

political scholars such as Fuller (1995), Goldstone (1991) and Heinsohn (2006, 2007). A high 

population growth over a limited period of time consequently leads to a relative large youth 

cohort, the so-called ‘window of opportunity’. Although some countries can take advantage of 

this opportunity, a large, young, working-age population can also be a challenge if the state’s 

capability to address the situation is limited (Nordås and Davenport, 2013). If a large youth 

cohort coincides with a stagnant economy and vast unemployment, then the chances for 

political instability also rise because of the low opportunity costs of engaging in political 

violence incurred by young men (Barakat and Urdal, 2009; Collier and Hoeffler, 2004; 

Weber, 2013; Bricker and Foley, 2013; and Yousef, 2003).  

The demographic transition in countries with a high perception of corruption may 

hardly lead to a demographic bonus. Instead, we may expect to experience a demographic 

curse, especially with respect to political stability. An example is the uprisings in the Arab 

world since 2011, in which the youth population has been a driving force. Pervasive 

corruption had been a major concern for the population of this region well in advance of the 

so-called Arab Spring. According to Diwan (2013), “the perceived corruption of the political 

and business elites was a key driving force of popular discontent”. He quotes the Pew survey 

in 2010, in which the perception of corruption was ranked as the main concern of 46% of 
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Egyptians, ahead of other concerns such as the lack of democracy and poor economic 

conditions. The youth participation in the Arab Spring (since 2011), the Iranian Green 

Movement (the post-2009 presidential election) and the Color revolutions (e.g., in 

Yugoslavia's Bulldozer Revolution (2000), in Georgia's Rose Revolution (2003), and in 

Ukraine's Orange Revolution (2004)) is well documented.3 

Other studies have investigated the combined effects of other dimensions of 

institutions such as the regime type and the youth bulge on political stability. Goldstone 

(2002) and Urdal (2006) show that the risk of political instability is higher when autocratic 

states face a youth bulge. Political participation is limited in autocratic states, and large youth 

cohorts imply that more young people compete for few opportunities, which leads to 

frustration and a willingness to engage in political violence. The combined effect of education 

and the youth bulge on stability has also been investigated. The results of an interaction term 

for the youth bulge and education suggest that conflict (and its resulting instability) is more 

likely to occur when the level of education is low (Barakat and Urdal, 2009). 

We use panel data country and year fixed effects and dynamic panel data regressions 

for more than 100 countries from 2002 to 20124. Controlling for the main drivers of political 

stability, our results show that the final stability effects of corruption depend on the youth 

bulge. This result is robust to different measurements of the youth bulge and the inclusion of 

other relevant interaction terms. Increasing corruption in countries with a higher youth 

population leads to political instability. Anti-corruption reforms, which are costly to 

implement, will be more effective in securing stability in countries with a high relative size of 

the youth population, and therefore, the funds for such reforms should be allocated more to 

such countries.  

                                                            
3 For more details on the important role of youth as a catalyst for mass street protests in 1990 and then in 2004, 
see Diuk (2013). The latter is known as the Orange Revolution. On the increasing importance of youth within the 
Iranian social and political environment, see Nesvaderani and Memarian (2010).  
4 The availability of data on corruption from the World Governance Indicators (WGI) of the World Bank 
(Kaufmann et al., 2010) is the reason for the use of this time period.   
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The remainder of this paper is structured as follows. Section 2 presents the data and 

our empirical strategy. The results and robustness checks are presented and discussed in 

Section 3. Section 4 concludes the paper.  

 

2- Empirical research design 

Data, specification, and empirical strategy 

Our main hypothesis is that the demographic transition and, in particular, the relative 

size of the youth bulge matter for whether the extension of corruption is a politically 

stabilizing or destabilizing force. Specifically, perceptions of corruption are more likely to 

have a destabilizing effect when the youth bulge is relatively large. Allocating limited 

economic and financial resources to anti-corruption reforms can be guided by understanding 

the demographic structure of target countries to the extent that their internal stability matters 

to policy makers. In this context, we also control for other competing hypotheses (e.g., the 

relevance of democracy, economic performance and education). This strategy helps reduce 

the risk of ignoring other important moderating channels noted in the literature. 

We test our hypothesis using panel regressions for more than 100 countries from the 

2002-2012 period. To estimate whether the relationship between corruption and political 

stability varies systematically with the level of the youth bulge, we use the following 

specification: 

௜௧݃ݎܿ݅_ܾܽݐݏ ൌ ݏ݊݋ܿ ൅ ଵߚ ∙ ௜௧ିଵݎ݋ܿ ൅ ଶߚ ∙ ௜௧ିଵ݄ݐݑ݋ݕ ൅ ଷߚ ∙ ሺܿݎ݋௜௧ିଵ ൈ ௜௧ିଵሻ݄ݐݑ݋ݕ ൅ ସߚ ∙ ܼ௜௧ିଵ ൅ ௜ݑ ൅

௧ߠ ൅  ௜௧, (1)ߝ

with country i and time t,  

where stab_icrg is the political stability index, cor is a measure of the perception of 

corruption, youth is the relative size of the youth cohort, cor×youth is the interaction of 

corruption and the youth bulge, and Z is the control variables. All explanatory variables are 

lagged one year to reduce possible reverse feedback (for a similar approach, see Bjorvatn et 
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al., 2012). According to our expectations, the sign of the interaction term coefficient should 

be negative (β3<0); the higher the relative size of the youth bulge is, the lower (higher) the 

stability (instability) effect of corruption should be. 

The marginal stability effect of the perception of corruption can be calculated by 

examining the following partial derivative on the basis of Equation (1): 

 

డሺ௦௧௔௕_௜௖௥௚೔೟ሻ

డሺ௖௢௥೔೟షభሻ
ൌ ଵߚ ൅ ଷߚ ∙ ሺ݄ݐݑ݋ݕ௜௧ିଵሻ   (2)  

 

Dependent variable: Political stability (stab_icrg) 

Our dependent variable is a measure of political stability. In this study, our main proxy 

for measuring (in)stability is the internal conflict index of the International Country Risk 

Guide (ICRG, 2015) published by the Political Risk Services (PRS) group. This index varies 

from 0 (the least stable system) to 12 (the most stable system). Higher scores mean a lower 

risk of internal conflict and terrorism, in other words, higher internal political stability. Higher 

scores are given to countries in which “there is no armed or civil opposition to the 

government and the government does not indulge in arbitrary violence, directly or indirectly, 

against its own people”. The lowest scores are given to countries that are “experiencing an 

ongoing civil war”. Thus, this index is related to the experience of violence or political 

instability.  

The index is the sum of the following three sub-components directly related to internal 

stability: civil war/coup threat; terrorism/political violence; and civil disorder.5 Civil disorder 

refers to mass protests, such as anti-government demonstrations, and strikes and the potential 

risk they pose to governance or investment. Terrorism is defined in terms of forces opposed to 

the government that perpetrate violent acts against civilian or state targets to achieve a 

                                                            
5 For more details on the methodology of this index, see http://www.prsgroup.com/wp-
content/uploads/2012/11/icrgmethodology.pdf.  
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political goal. The fundamental difference between a terrorist campaign and a civil war is that 

the former does not hold and manage territory within a nation state.6 

The ICRG internal conflict index is also used in a large number of studies on political 

stability (e.g., Gupta et al., 2004; Jinjarak, 2009; Bjorvatn and Farzanegan, 2013, 2015, Long, 

2008; Neumayer, 2004; Lessmann, 2016). We have also examined our hypothesis by using an 

objective measure of conflict, namely, the maxintyearv413 variable in the UCDP Monadic 

Conflict Onset and Incidence Dataset (Themnér and Wallensteen, 2014 and Gleditsch et al., 

2002). There is a negative and significant correlation between the risk of internal conflicts 

from ICRG and maxintyearv413 (-55%). Regressing the intensity of conflict on the lag of 

internal conflict from the ICRG (our stability index), controlling for country and time fixed 

effects gives the coefficient of -0.07, with robust t-statistics of -2.82. These results provide 

more evidence regarding the relevance of the subjective indicator of conflict in predicting the 

real onset of minor or major internal conflict. The results of a conditional fixed effects 

(country and year) logistic regression, which uses a major conflict dummy (1 for 

countries/years with more than 1000 deaths and 0 otherwise) as the dependent variable and 

corruption, the youth bulge, their interaction and the youth unemployment rate as the 

independent variables, are in line with our main finding. The final effect of corruption on 

major conflicts depends on the size of the youth bulge. The interaction term has a positive and 

significant (at the 95% confidence interval) effect. Finally, de Groeve et al. (2014) have 

highlighted several critical issues with regard to using counted conflicts, supporting our 

application of the internal conflict risk scores of the ICRG. Lessmann (2016) shows that the 

ICRG conflict scores and binary conflict variables are correlated and both point in the same 

direction.  

 

                                                            
6 A detailed definition of the variables used to calculate the ICRG index is available at 
http://epub.prsgroup.com/list-of-all-variable-definitions.  
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Independent variables 

Corruption (cor) 

We use the control of corruption index of the World Governance Indicators (WGI) of 

the World Bank (Kaufmann et al., 2010).7 It captures “(the views and perceptions of firms and 

households) of the extent to which public power is exercised for private gain, including both 

petty and grand forms of corruption, as well as ‘capture’ of the state by elites and private 

interests”. The index varies from approximately -2.5 (the most corrupt) to 2.5 (the least 

corrupt). We have reversed the scale to interpret higher values as more corruption. The index 

is based on an aggregation of information from several other sources (household, businesses 

and NGOs surveys) that reflect both the perception and the experience of corruption.8 This 

composite corruption index is the first principal component of a number of other commonly 

used corruption indices. It is highly correlated with Transparency Internal (TI) corruption 

scores. One major advantage of the WGI corruption index over TI index is clear 

documentation of its aggregation method and its broader coverage of countries. The control of 

corruption index of the World Governance Indicator has been extensively used in related 

literature (e.g., Fisman and Miguel, 2007; Fisman and Wei, 2009). 

One source of concern is the extent of the correlation between the perception of 

corruption and its actual experience. If these two show a weak correlation or no correlation, 

then we may want to reconsider our application of perception-based indicators in the analysis. 

Fisman and Miguel (2007) and Fisman and Wei (2009) provide some interesting evidence for 

the objective validation of subjective perceptions of corruption. Fisman and Miguel (2007) 

investigate the reasons behind UN diplomats’ propensity to abuse their diplomatic immunity 

to violate New York City parking rules. They find robust evidence that this propensity is 

                                                            
7 We have not used the corruption index from the ICRG because we use the stability index from the ICRG as a 
dependent variable. It may be the case that a perception of corruption of a country expert may be influenced by 
his/her views on political stability. Using different sources of information on these variables may reduce 
potential concerns.   
8 For more details on the components and sources of the WGI corruption index, see 
http://info.worldbank.org/governance/wgi/cc.pdf.  
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strongly correlated with the corruption perception level (measured by the WGI Control of 

Corruption index) of the diplomats’ country of origin. Fisman and Wei (2009) show that there 

is a positive and significant correlation between the exporting country corruption perception 

(based on the WGI index) and the size of mis-invoicing in trade documents. By examining the 

International Crime Victim Survey (ICVS), Lambsdorff (2007, p. 24) provides further 

examples concerning the validity of perceptions of corruption. The developers of the World 

Governance Indicators have also reflected on the relevance of perceptions-based indicators 

such as corruption: “Perceptions-based data are a valuable tool for capturing the realities of 

governance outcomes ‘on the ground’, which may be very different from the formal rules ‘on 

the books’ that can be captured with objective data. In some areas, notably corruption, it is 

nearly impossible to measure governance in any other way than by relying on the experiences 

and views of informed respondents. The distinction between ‘subjective’ and ‘objective’ 

measures of governance and the investment climate is mostly a superficial one, as nearly all 

such measures rely on judgment and/or legal opinions and experiences of respondents in 

varying degrees”.9 

Another concern is that perceptions may also be vulnerable to the news about 

corruption cases across countries. If locals and country experts are only following the news 

about corrupt cases, depending on the frequency of such news in the media, then they may 

change their perception. Countries that monitor and censor the media may avoid a negative 

reputation for a corrupt government. However, the literature shows that there is a positive 

correlation between the control of the corruption perception index and the freedom of the 

press. In other words, the perception of corruption in less media-free countries is also higher 

(see Besley and Prat, 2006; Brunetti and Weder, 2003; and Sung, 2002).   

 

 

                                                            
9 See http://info.worldbank.org/governance/wgi/index.aspx#faq-16.  
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Youth bulge (youth) 

The relative size of the youth population is our moderating variable in the stability-

corruption nexus. There are two frequently used proxies for measuring the size of the youth 

bulge in the literature. One group of studies uses the share of youth (typically defined as the 

number of individuals in the population 15 to 24 years of age) in the total population: 

Youth1524_totalpop. For example, Collier (2000), Fearon and Laitin (2003), Collier and 

Hoeffler (2004), Goldstone (2001), and Huntington (1996) apply this proxy to measure the 

relative importance of the youth bulge. The second group uses the share of the youth 

population (the same definition as above) in the total number of individuals in the adult 

population (15 years of age and higher: Youth1524_15plus).  

Urdal (2004) argues that the first proxy (youth as a share of the total population) 

produces “serious flaws that could easily jeopardize the possibilities of revealing the effects of 

youth bulges” on conflict. From the youth revolts theoretical framework, this is the 

competition between younger and older cohorts, which can lead to conflict. From an empirical 

perspective, in countries with a higher population growth, the use of the youth population as a 

share of the total population tends to underestimate the importance of the youth cohort. The 

reason is the population under 15 years of age that inflates the total population. To avoid this 

problem, Urdal (2004, 2006, and 2012) recommends the second proxy. We use Urdal’s 

suggested proxy in our main analysis to measure the relative size of the youth bulge, testing 

other measurements as a robustness check.  

Country and time fixed effects  

There are also country-specific factors that may shape the stability of a political 

system. Factors such as geographical location, cultural and historical heritage, norms and 

regional conventions related to political power, and religion may foster political instability or 

secure the stability of a system. Ethnolinguistic fractionalization is another country-specific 

factor that is relevant for the stability of political systems (Collier and Hoeffler, 1998). We 
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control for such unobserved time-invariant factors by including country fixed effects (µi). In 

addition, we control for the common time shocks that may affect the political stability of all 

countries in our sample simultaneously (t). Examples include events such as the financial and 

economic crisis in 2008-2009, the Iraq war in 2003 and the Arab Spring. If such country-

specific or time-specific factors are correlated with a youth bulge or corruption, then both 

pooled cross-section and random effects estimations may lead to biased and inconsistent 

results.  

Control variables  

In our empirical specification, Z covers other control variables that have been shown 

to have an influence on political stability: natural resource rents are noted as an important 

factor in buying peace or war. On one hand, increasing rents can enhance the financial 

leverage of the state against political opposition. On the other hand, the availability of 

significant resource rents may increase the benefits of engaging in a movement of rebellion to 

capture political power (Bjorvatn and Farzanegan, 2015). We control for the total natural 

resource rents as a share of GDP.  

We also control for the GDP per capita growth rate to take into account the 

opportunity costs of participation in civil disorder for the youth population (de Soysa, 2002). 

Brückner and Gradstein (2015) examine the effects of GDP per capita growth on political 

risk. They find a negative effect of income growth on countries’ political risk. Another stream 

in the literature shows that economic shocks cause instability and regime transitions (see the 

two seminal papers by Brückner and Ciccone, 2011 and Burke and Leigh, 2010). Using the 

case of Sub-Saharan Africa, Aidt and Leon (2015) show that riots (which are more likely in 

places with many unemployed young people) play an important moderating role in this nexus. 

The population growth rate is another control variable. The deprivation hypothesis suggests 

that population growth and its subsequent environmental burden can impoverish individuals, 
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reducing the opportunity cost of civil disorder. The state weakness hypothesis agrees with the 

deprivation thesis but also adds that impoverished individuals may not automatically engage 

in civil disorder, which depends on the effects of the population growth and the capacity of 

the state to maintain order. Kahl (1998, 2006) adds the third hypothesis, namely, state 

exploitation, using Kenya as a case study to show that “countries plagued by severe 

population and environmental pressures will experience state-sponsored violence”. We also 

control for variables such as trade openness (imports plus exports % of GDP) and foreign 

direct investment (% of GDP). The effects of these variables on political stability are mixed. 

They can increase stability by increasing economic opportunities and employment and thus 

reducing the poverty of locals. They may also lead to more income inequality, especially in 

countries with a high level of corruption and rent seeking, destabilizing the political system. 

Barbieri and Schneider (1999) provide a review of the literature on the trade-conflict nexus. 

Education can matter as well. Higher education can increase the economic opportunities for 

young people, raising the economic costs of civil disorder. However, increasing the education 

coverage while the quality of economic and political institutions is weak may eventually lead 

to a larger informal economy and other socio-economic and political challenges (Buehn and 

Farzanegan, 2013). We use gross secondary school enrollment (%), which is the total 

enrollment in secondary education, regardless of the age of the students, expressed as a 

percentage of the population at the official secondary education age. The youth 

unemployment rate (%) is another important driver of political instability (see Azeng and 

Yogo, 2013). In addition, corruption may affect political stability through the distribution of 

income in society. A highly unequal distribution of income and wealth is shown to be a 

significant driver of political instability and conflict (Sigelman and Simpson, 1977; Alesina 

and Perotti, 1996). We use net income inequality (post-tax and post-transfer) data from the 

Standardized World Income Inequality Database (Solt, 2009)10.  

                                                            
10 The results are the same when we use the market Gini index (pre-tax, pre-transfer Gini).  
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We also control for the quality of political institutions. The level of democracy may 

influence both political stability and corruption. It can also influence the stability effects of 

the youth population. The level of democracy itself can have ambiguous effects on stability. 

Opposition forces have better opportunities to challenge the ruling government in a more 

democratic environment, but the motive perspective suggests that the youth population has 

more incentives to use radical methods under repressive governments. Urdal (2006) argues 

that final stability effects of youth depend on the level of democracy. To measure democracy, 

we follow Dahl’s (1971) discussion of democracy and use the Vanhanen index of 

democracy11. The two main components of the Vanhanen index of democracy are political 

competition and political participation (Vanhanen, 2000). Unlike other measures of 

democracy, it is based on objective information. The correlation between this objective 

measure of democracy and the subjective measure of voice and accountability of the World 

Governance Indicators12 is significant and positive (81%).  

We also check for competing hypotheses by controlling the interactions of education, 

democracy, economic growth and youth unemployment with the youth bulge. Except for 

political stability, youth bulge, corruption and democracy, all variables are from the World 

Bank (2015). The source of information for the demographic variables is the Population 

Estimates and Projections database of the World Bank.13  

We control for arbitrary heteroskedasticity and serial correlation by using cluster-

robust standard errors at the country level (Wooldridge, 2002). Table A1 in the Appendix 

presents the summary statistics for the main variables of the analysis. The descriptions of the 

variables in main analysis are presented in Table A2 in the Appendix.  

                                                            
11 See http://www.fsd.uta.fi/en/data/catalogue/FSD1289/meF1289e.html.  
12 This index captures the perceptions of the extent to which a country's citizens are able to participate in 
selecting their government, in addition to freedom of expression, freedom of association, and a free media. In the 
regressions, we control the Vanhanen index to avoid multicollinearity problems by including both the voice and 
corruption indices from the WGI on the right-hand side of the model.  
13 See http://data.worldbank.org/data-catalog/population-projection-tables.  
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3- Main results 

Table 1 presents the country and years fixed effects regression results, which show the 

within-country changes in political stability in response to within-country changes in the 

right-hand side variables. The dependent variable is the ICRG internal conflict (a higher score 

means more internal political stability). Our hypothesis suggests that, ceteris paribus, 

corruption can be a destabilizing factor in countries with a relatively sizable youth population. 

To secure the ceteris paribus condition, in all models, we control for a group of variables that 

are discussed in the conflict literature. In Models 1.2 to 1.5, we also examine the competing 

hypotheses. Model 1.6 is our general specification in which we have our key independent 

variables, the competing interaction terms and the full set of control variables. We report the 

robust t-statistics for each estimated coefficient. Note that we use the one-year lag of all 

independent variables. Doing so helps reduce the reverse feedback and simultaneously takes 

into account the time gap for the manifestation of the independent variables’ effects on 

political stability. In line with our theoretical expectation, the interaction term between 

corruption and youth is robust in its sign, size and significance in Models 1.1 to 1.6. 

Corruption becomes a challenging factor for internal stability in countries with a higher youth 

bulge.  

In Models 1.2 to 1.5, we add other interaction terms with youth that may moderate the 

stability effects of youth. In all these models, we keep our main interaction term of corruption 

and youth. It is interesting to observe that, even after controlling all these other competing 

hypotheses (as is discussed in Urdal, 2006), our interaction term remains robust. Even in 

Model 1.6, which has all of the control variables in the model, we observe that this is indeed 

the combined effect of corruption and youth, which is relevant for understanding the within-

country changes in stability in our sample. 

Among the control variables, the most important driver of political (in)stability is 

youth unemployment. The effects of the other control variables are insignificant.  
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The next step is to calculate the marginal impact of corruption on political stability at 

different levels of the youth bulge. Under which demographic structure may corruption buy 

instability and conflict? We use Equation 2 and Model 1.6 (as our general specification) to 

calculate the marginal stability effects of corruption.  

We can calculate the critical level of the youth population (as a share of the adult 

population) beyond which corruption can fuel political instability:  

߲ሺ݃ݎܿ݅_ܾܽݐݏ௜௧ሻ
߲ሺܿݎ݋௜௧ିଵሻ

ൌ 0.830 െ 0.043 ∙ ሺ݄ݐݑ݋ݕ௜௧ିଵሻ ൌ 0 

The youth critical level= 0.830 / 0.043 = 19.30. In countries in which the share of the 

youth population in the adult population exceeds 19.3%, a one-unit increase in corruption 

promises political instability. Table A3 in the Appendix shows the included countries in the 

estimation of Model 1.6. Table A4 also shows the countries with higher perceptions of 

corruption, in which the youth bulge was higher than the calculated threshold in 2012.  

In Table 2, we calculate the marginal stability effects of an increase in corruption at 

different levels (maximum, mean and minimum) of the youth bulge. The results show that a 

one-unit increase in the corruption index reduces the internal stability index by a score of -

0.96 when the youth bulge is at its maximum. When the youth bulge is at its mean level, the 

same increase in corruption reduces the stability index by -0.33. However, corruption may 

eventually buy stability (in line with the greasing hypothesis) when the youth bulge is at its 

minimum. 
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Table 1. Political stability, corruption and youth: 
Dependent variable: ICRG Political Stability (stab_icrg) 
 (1.1) (1.2) (1.3) (1.4) (1.5) (1.6) 

L. wgi_corruption (reversed) 0.804 0.804 0.824* 0.763 0.777 0.830 

 (1.64) (1.64) (1.69) (1.56) (1.65) (1.57) 

L. youth1524_15plus 0.020 0.020 0.020 0.040 -0.036 0.019 

 (0.32) (0.31) (0.33) (0.57) (-0.35) (0.16) 

L. wgi_corruption*youth1524_15plus -0.044** -0.044** -0.045** -0.042** -0.044** -0.043** 

 (-2.17) (-2.17) (-2.20) (-2.14) (-2.23) (-1.99) 

L. van*youth1524_15plus  -0.000    0.000 

  (-0.01)    (0.09) 

L. gdppcg*youth1524_15plus   -0.001   -0.001 

   (-0.86)   (-1.06) 

L. unempyouth*youth1524_15plus    -0.001  -0.001 

    (-0.61)  (-0.46) 

L. secondary*youth1524_15plus     0.001 0.001 

     (0.82) (0.81) 

L. youth_unemployment -0.029*** -0.029*** -0.028*** -0.012 -0.028*** -0.018 

 (-3.34) (-3.34) (-3.23) (-0.44) (-3.30) (-0.63) 

L. population growth 0.018 0.018 0.018 0.020 0.014 0.023 

 (0.81) (0.81) (0.81) (0.91) (0.68) (0.21) 

L. GDP per capita growth (gdppcg) 0.012 0.012 030 0.012 0.011 0.037 

 (1.48) (1.49) (1.53) (1.59) (1.34) (1.60) 

L. fdi_gdp 0.001 0.001 0.001 0.001 0.001 0.002 

 (0.65) (0.65) (0.63) (0.73) (0.59) (1.23) 

L. trade_gdp -0.004 -0.004 -0.004 -0.004 -0.004 -0.002 

 (-1.25) (-1.25) (-1.28) (-1.29) (-1.20) (-0.69) 

L. secondary_enrolment -0.002 -0.002 -0.002 -0.002 -0.015 -0.016 

 (-0.40) (-0.40) (-0.41) (-0.42) (-1.01) (-1.00) 

L. totalrent_gdp 0.001 0.001 0.002 0.001 0.001 0.007 

 (0.16) (0.16) (0.26) (0.13) (0.16) (0.71) 

L. van_index 0.005 0.005 0.005 0.006 0.004 0.005 

 (0.66) (0.23) (0.67) (0.71) (0.44) (0.18) 

L. gini_net      0.006 

      (0.20) 

Country fixed effects Yes  Yes  Yes  Yes  Yes  Yes  

Year fixed effects Yes  Yes  Yes  Yes  Yes  Yes  

Observations 973 973 973 973 973 819 

(within) R-sq 0.18 0.18 0.19 0.19 0.19 0.18 

Note: Robust t-statistics are in parentheses. L. means a one-year lag in the independent variables. We have 
reversed the original wgi_corruption (by *-1): a higher wgi_corruption now shows higher corruption. ***, **, 
and * indicate significance at the 1%, 5%, and 10% levels, respectively.
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Table 2. Marginal stability effects of (lag) corruption at different levels of (lag) the youth 

bulge 

  Final stability effects of one score increase in 

(lag of) corruption at different levels of (lag of) 

youth bulge 

   
Maximum of youth1524_15plus 41.73 -0.964 

Mean of youth1524_15plus 27.01 -0.331 

Minimum of youth1524_15plus 11.45 0.337 

Note: the calculations are based on Model 1.6 in Table 1.  

 

Figure 1. Marginal stability effects of corruption at different levels of the youth bulge (15-24 

years of age/15 years of age and higher) 

 

Note: solid middle line shows the marginal impacts and dashed lines are confidence intervals at 90% level. 

Calculations are based on Model 1.6 in Table 1.  

 

However, to what extent are the calculated marginal impacts also significant? In 

Figure 1, we show the marginal stability effects of (the lag of) corruption at different levels of 

0
.0

2
.0

4
.0

6
.0

8
H

is
to

gr
a

m
 o

f (
la

g)
 Y

ou
th

15
24

_1
5p

lu
s

-2
-1

0
1

R
eg

re
ss

io
n 

co
e

ffi
ci

en
ts

 o
n 

W
G

I_
C

or
ru

pt
io

n 
an

d 
90

%
 C

Is

Minimum Median Maximum
(lag) Youth1524_15plusl

Overlaid with Histogram of (lag) Youth1524_15plus

Coefficients on (lag) WGI_Corruption at different levels of (lag) Youth1524_15plus



19 
 

(the lag of) the youth bulge while reporting the confidence intervals around the marginal 

effects. The results show that the negative stability effects of corruption at higher levels of the 

youth bulge are also significant.  

 

Robustness checks  

Alternative operationalizations of the youth bulge  

We have replicated our estimations in Table 1 by using the youth population (15-24 

years of age) as a share of the total population. This alternative youth bulge proxy is critically 

reviewed by Urdal (2006). The results, which are in line with the previous findings in Table 1, 

are shown in Table 3. Using the alternative definition, the stability effects of corruption 

significantly decrease in countries with a relatively higher size of the youth bulge. The 

interaction term between the youth bulge and corruption is negative in all specifications and 

significant at the 95% and 99% confidence intervals in Models 3.1-3.5. In Model 3.6, and by 

controlling for income inequality, the interaction term loses its significance but income 

inequality itself is also insignificant. Indeed, the inclusion of the Gini index has not increased 

the explanatory power of the model, as shown in the reduction in the adjusted R-squared in 

Model 3.6.  

Another operationalization of the youth bulge in the literature examines the relative 

size of the population of 20-29 years of age. Some studies (e.g., Mehryar and Ahmad-Nia, 

2006) classify those aged 15-19 as adolescents who need parental care and full-time 

education, whereas those aged 20-29 are defined as youths. This latter age group may be still 

in some formal education programs, but the majority of these individuals are looking for jobs 

and establishing their families. Thus, their relative size is a major concern for policy makers. 

We have calculated these indicators using disaggregated population data by age group from 

the World Bank databank of Population Estimates and Projections. Table 4 shows the results, 

using the share of the population 20-29 years of age in the total population 20 years of age 
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and higher. The estimation results are highly consistent with the previous findings. We 

observe an even more robust effect of the interaction term between the new youth bulge 

variable and corruption on internal stability. More interestingly, we find that, even after 

controlling for income inequality (Model 4.6), the interaction term keeps its significance at 

the 95% confidence interval.  

Finally, we check the results by using the share of the population 20-29 years of age in 

the adult population 15 years of age and higher. Our results are similar to the previous results. 

Again, our general specification, in which we have also controlled for income inequality, 

shows a robust negative and significant interaction term between corruption and our youth 

measure. The results are shown in Table 5. In summary, using different operationalization of 

the youth bulge supports our initial main findings, implying the destabilizing nature of 

corruption in countries with significant youth bulges.  
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Table 3. Political stability, corruption and an alternative youth bulge (15-24 years of age/total 

population):  

Dependent variable: ICRG Political Stability (stab_icrg) 

 (3.1) (3.2) (3.3) (3.4) (3.5) (3.6) 

L. wgi_corruption (reversed) 1.371** 1.309** 1.397** 1.319** 1.196* 0.711 

 (2.11) (2.01) (2.16) (2.06) (1.95) (1.02) 

L. youth1524_pop 0.053 0.024 0.053 0.090 -0.072 0.000 

 (0.76) (0.28) (0.77) (1.06) (-0.46) (0.00) 

L. wgi_corruption*youth1524_pop -0.096** -0.093** -0.097** -0.093** -0.087** -0.055 

  (-2.43) (-2.34) (-2.47) (-2.42) (-2.32) (-1.27) 

L. van* youth1524_pop  0.001    0.001 

  (0.69)    (0.37) 

L. gdppcg*youth1524_pop   -0.002   -0.001 

   (-0.99)   (-0.55) 

L. unempyouth*youth1524_pop    -0.002  -0.001 

    (-0.71)  (-0.35) 

L. secondary*youth1524_pop     0.001 0.001 

     (0.96) (0.79) 

L. youth_unemployment -0.029*** -0.029*** -0.027*** -0.002 -0.027*** -0.018 

 (-3.56) (-3.59) (-3.40) (-0.05) (-3.41) (-0.46) 

L. population growth 0.007 0.006 0.005 0.007 0.001 -0.002 

 (0.32) (0.31) (0.25) (0.37) (0.06) (-0.02) 

L. GDP per capita growth (gdppcg) 0.010 0.010 0.043 0.011 0.010 0.030 

 (1.37) (1.35) (1.40) (1.49) (1.28) (0.81) 

L. fdi_gdp 0.001 0.001 0.001 0.001 0.001 0.002 

 (0.63) (0.60) (0.63) (0.74) (0.53) (0.97) 

L. trade_gdp -0.004 -0.004 -0.004 -0.004 -0.004 -0.002 

 (-1.21) (-1.20) (-1.23) (-1.26) (-1.21) (-0.60) 

L. secondary_enrolment -0.001 -0.002 -0.001 -0.002 -0.023 -0.021 

 (-0.25) (-0.31) (-0.27) (-0.28) (-1.13) (-1.00) 

L. totalrent_gdp 0.002 0.002 0.003 0.002 0.002 0.005 

 (0.32) (0.34) (0.43) (0.29) (0.31) (0.49) 

L. van_index 0.005 -0.020 0.005 0.005 0.003 -0.011 

 (0.58) (-0.57) (0.59) (0.64) (0.35) (-0.26) 

L. gini_net      0.009 

       (0.30) 

Country fixed effects Yes  Yes  Yes  Yes  Yes  Yes  

Year fixed effects  Yes  Yes  Yes  Yes  Yes  Yes  

Observations 973 973 973 973 973 819 

(within) R-sq 0.19 0.19 0.19 0.19 0.19 0.18 

Note: Robust t-statistics are in parentheses. L. means a one-year lag in the independent variables. We have 
reversed the original wgi_corruption (by *-1): a higher wgi_corruption now shows higher corruption. ***, **, 
and * indicate significance at the 1%, 5%, and 10% levels, respectively 
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Table 4. Political stability, corruption and an alternative youth bulge (20-29 years of age/20 

years of age and higher):  

Dependent variable: ICRG Political Stability (stab_icrg) 

 (4.1) (4.2) (4.3) (4.4) (4.5) (4.6) 

L. wgi_corruption (reversed) 1.041** 1.091** 1.083** 0.983* 1.026** 1.248** 

 (1.99) (2.18) (2.08) (1.89) (2.05) (2.30) 

L. youth2029_20plus -0.009 -0.024 -0.007 0.004 -0.095 -0.056 

 (-0.22) (-0.58) (-0.17) (0.10) (-1.12) (-0.58) 

L. wgi_corruption*youth2029_20plus -0.047** -0.049*** -0.049** -0.045** -0.047** -0.055** 

 (-2.49) (-2.66) (-2.56) (-2.41) (-2.60) (-2.60) 

L. van* youth2029_20plus  0.001    0.001 

  (1.18)    (1.04) 

L. gdppcg*youth2029_20plus   -0.001   -0.001 

   (-0.94)   (-1.13) 

L. unempyouth*youth2029_20plus    -0.001  -0.001 

    (-0.64)  (-0.79) 

L. secondary*youth2029_20plus     0.001 0.001 

     (1.33) (1.03) 

L. youth_unemployment -0.030*** -0.030*** -0.029*** -0.011 -0.028*** -0.006 

 (-3.31) (-3.34) (-3.21) (-0.39) (-3.29) (-0.19) 

L. population growth 0.003 0.008 -0.001 0.000 -0.002 0.058 

 (0.08) (0.26) (-0.04) (0.01) (-0.06) (0.50) 

L. GDP per capita growth (gdppcg) 0.010 0.010 0.031 0.010 0.009 0.042 

 (1.27) (1.26) (1.48) (1.33) (1.07) (1.62) 

L. fdi_gdp 0.002 0.002 0.002 0.002 0.001 0.002 

 (0.84) (0.79) (0.83) (0.94) (0.71) (1.07) 

L. trade_gdp -0.004 -0.004 -0.004 -0.004 -0.004 -0.002 

 (-1.19) (-1.17) (-1.23) (-1.19) (-1.18) (-0.62) 

L. secondary_enrolment -0.004 -0.004 -0.004 -0.004 -0.026* -0.023 

 (-0.69) (-0.81) (-0.70) (-0.74) (-1.68) (-1.45) 

L. totalrent_gdp 0.002 0.003 0.003 0.002 0.002 0.006 

 (0.36) (0.40) (0.47) (0.37) (0.36) (0.67) 

L. van_index 0.006 -0.022 0.006 0.006 0.004 -0.024 

 (0.73) (-0.95) (0.75) (0.78) (0.48) (-0.84) 

L. gini_net      0.004 

       (0.14) 

Country fixed effects Yes  Yes  Yes  Yes  Yes  Yes  

Yea fixed effects  Yes  Yes  Yes  Yes  Yes  Yes  

Observations 973 973 973 973 973 819 

(within) R-sq 0.19 0.19 0.19 0.19 0.19 0.18 

Note: Robust t-statistics are in parentheses. L. means a one-year lag in the independent variables. We have 
reversed the original wgi_corruption (by *-1): a higher wgi_corruption now shows higher corruption. ***, **, 
and * indicate significance at the 1%, 5%, and 10% levels, respectively 
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Table 5. Political stability, corruption and an alternative youth bulge (20-29 years of 

age/population 15 years of age and higher):  

Dependent variable: ICRG Political Stability (stab_icrg) 

 (5.1) (5.2) (5.3) (5.4) (5.5) (5.6) 

L. wgi_corruption (reversed) 0.992* 1.085** 1.039* 0.921 0.938* 1.340** 

 (1.75) (2.04) (1.83) (1.61) (1.74) (2.21) 

L. youth2029_15plus -0.017 -0.044 -0.015 -0.003 -0.140 -0.114 

 (-0.41) (-1.03) (-0.36) (-0.07) (-1.33) (-0.97) 

L. wgi_corruption*youth2029_15plus -0.053** -0.057** -0.055** -0.050** -0.051** -0.068** 

 (-2.20) (-2.49) (-2.27) (-2.07) (-2.24) (-2.43) 

L. van* youth2029_15plus  0.002*    0.002 

  (1.77)    (1.46) 

L. gdppcg*youth2029_15plus   -0.001   -0.001 

   (-0.92)   (-1.03) 

L. unempyouth*youth2029_15plus    -0.001  -0.001 

    (-0.53)  (-0.79) 

L. secondary*youth2029_15plus     0.001 0.001 

     (1.44) (1.03) 

L. youth_unemployment -0.030*** -0.030*** -0.030*** -0.012 -0.029*** -0.001 

 (-3.27) (-3.31) (-3.18) (-0.36) (-3.24) (-0.04) 

L. population growth 0.001 0.013 -0.004 -0.001 -0.002 0.058 

 (0.04) (0.39) (-0.11) (-0.05) (-0.08) (0.50) 

L. GDP per capita growth (gdppcg) 0.010 0.010 0.033 0.010 0.008 0.043 

 (1.20) (1.22) (1.37) (1.23) (1.02) (1.42) 

L. fdi_gdp 0.002 0.001 0.002 0.002 0.001 0.002 

 (0.80) (0.70) (0.81) (0.89) (0.66) (1.00) 

L. trade_gdp -0.004 -0.004 -0.004 -0.004 -0.004 -0.002 

 (-1.22) (-1.18) (-1.26) (-1.22) (-1.23) (-0.67) 

L. secondary_enrolment -0.004 -0.005 -0.004 -0.004 -0.031* -0.027 

 (-0.73) (-0.89) (-0.74) (-0.78) (-1.79) (-1.47) 

L. totalrent_gdp 0.003 0.003 0.004 0.003 0.003 0.006 

 (0.43) (0.44) (0.53) (0.45) (0.43) (0.66) 

L. van_index 0.006 -0.040 0.006 0.006 0.004 -0.045 

 (0.75) (-1.58) (0.77) (0.80) (0.53) (-1.31) 

L. gini_net      0.004 

      (0.13) 

Country fixed effects Yes  Yes  Yes  Yes  Yes  Yes  

Year fixed effects  Yes  Yes  Yes  Yes  Yes  Yes  

Observations 973 973 973 973 973 819 

(within) R-sq 0.18 0.19 0.18 0.18 0.19 0.18 

Note: Robust t-statistics are in parentheses. L. means a one-year lag in the independent variables. We have 
reversed the original wgi_corruption (by *-1): a higher wgi_corruption now shows higher corruption. ***, **, 
and * indicate significance at the 1%, 5%, and 10% levels, respectively. 
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In Figure 2, we show the marginal stability effects of (the lag of) corruption at 

different levels of (the lag of) the youth bulge, which is defined as the share of the population 

between 20-29 years of age in the population of 20 years of age and higher. This figure is 

based on the estimated specification of Model 4.6 in Table 4. We observe a pattern similar to 

that in Figure 1. The negative stability effect of corruption is visible and significant in 

countries with a larger size of the youth bulge.  

Figure 2. Marginal stability effects of corruption at different levels of the youth bulge (20-29 

years of age/20 years of age and higher) 

 

Note: solid middle line shows the marginal impacts and dashed lines are confidence intervals at 90% level. 

Calculations are based on Model 4.6 in Table 4.  

 

Issues of outliers 

Are our results presented in, for example, our general specification in Model 4.6 and 

the illustrated marginal impacts in Figure 2 due to outliers or influential observations? We 

examine the residuals to identify observations with a very large leverage or very large squared 

residuals. We follow the procedure in Bjorvatn and Farzanegan (2013). Following the 
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identification of the large residuals, we apply the robust regression (Stata’s rreg command), 

which gives lower weights to possible outliers (Hamilton, 1991). We re-estimate Model 4.6 

by using pooled OLS with country and time fixed effects. In the next step, we use the lvr2plot 

command, which produces a figure that shows the leverage versus the squared residuals. 

Following this step, we calculate the Cook's D and its cut-off, which is 4/total observation in 

the estimated Model 4.6, namely, 819. Finally, to address outliers, we run the robust 

estimator. The results are shown in Table A5 in the Appendix. Our main results are 

qualitatively similar to the previous results. The significance of our main variables of interest 

is not affected by addressing outliers.  

Dynamic panel data estimation 

The previous results were based on static panel fixed effects. It is also likely that the 

current internal stability (as our dependent variable) is affected by its recent experience. 

Including the lag of internal stability as one of the predictors of current internal stability can 

increase the explanatory power of our estimation (see Beck and Katz, 1995). In addition, the 

lag of internal stability can also control for other possible variables for which we have not 

controlled but that may have an impact on current internal stability. With the presence of the 

lagged dependent variable, the standard fixed effects estimator becomes consistent only when 

the number of periods in the sample increases to infinity. In large N, small T samples such as 

that of our study (more than 150 countries and approximately 11 years), including the lagged 

dependent variable with fixed effects may lead to the so-called Nickell bias (see Nickell, 

1981). Therefore, we estimate dynamic panel data that also address the endogeneity of the 

lagged dependent variable and a couple of other main variables of interest through internal 

instruments. For a robustness check, we re-estimate Model 1.1 of Table 1, using the two- and 

one-step generalized method of moments (GMM) system. This method is outlined by 

Arellano and Bover (1995) and developed by Blundell and Bond (1998). Blundell and Bond 

(1998) show that the GMM system estimator performs better than the first-difference GMM 
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estimator in the presence of the persistent variables in the model (such as internal stability, 

corruption and the demographic indicators). By improving precision and reducing the finite 

sample bias, the GMM system produces more efficient estimates than the first-difference 

GMM method (Baltagi, 2008). 

Table 6. Dynamic panel data estimation: Dependent variable: ICRG Political Stability 

(stab_icrg) 

 (6.1) (6.2) 

 one-step system GMM two-step system GMM 

L. stab_icrg 0.775*** 0.778*** 

 (13.46) (9.91) 

L. wgi_corruption (reversed) 0.528* 0.603 

 (1.73) (1.54) 

L. youth1524_15plus -0.015 -0.019 

 (-0.77) (-0.65) 

L. wgi_corruption*youth1524_15plus -0.039** -0.044* 

 (-2.30) (-1.87) 

L. youth_unemployment -0.009 -0.005 

 (-1.15) (-0.63) 

L. population growth -0.067 -0.076 

 (-1.25) (-1.19) 

L. GDP per capita growth (gdppcg) -0.013 -0.017 

 (-0.86) (-0.98) 

L. fdi_gdp -0.008 -0.009 

 (-0.77) (-0.92) 

L. trade_gdp 0.003 0.003 

 (1.14) (1.23) 

L. secondary_enrolment -0.009 -0.011 

 (-1.54) (-1.21) 

L. totalrent_gdp 0.014 0.018* 

 (1.44) (1.85) 

L. van_index 0.011 0.008 

 (1.32) (0.84) 

Observations 972 972 
Countries 124 124 

Number of instruments  74 74 

Hansen test (p-value) 0.149 0.149 

AR(1)- p value 0.000 0.000 

AR(2)- p-value  0.360 0.408 

Note: Robust t statistics are in parentheses. L. means a one year lag in the independent variables. We have 
reversed the original wgi_corruption (by *-1): a higher wgi_corruption shows higher corruption. Year fixed 
effects are included. To estimate the system GMM specifications, we use the xtabond2 procedure which is 
presented in details by Roodman (2009). ***,**, and * indicate significance at the 1%, 5%, and 10% levels, 
respectively.  
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The GMM system method uses lagged values of the explanatory variables (in levels 

and differences) to instrument the potential endogenous variables. We treat lagged internal 

stability, lagged corruption, lagged youth (based on the definition by Urdal), and the lagged 

interaction term as endogenous variables and use a two-year lag of the variables as 

instruments. Our instruments must not be correlated with the error term. To test the validity of 

our internal instruments, we check the Hansen statistic. The second-order serial correlation 

statistics are also examined. We expect to reject the existence of the second-order serial 

correlation, especially if our instruments are valid (Bjorvatn and Farzanegan, 2013). 

Following Roodman (2009), we also use orthogonal deviations and apply robust standard 

errors that are consistent with panel-specific autocorrelation and heteroskedasticity. Table 6 

shows the estimation of the GMM system (one- and two-step) of our baseline specification 

(presented in Table 1, Model 1.1).  

The results are in line with fixed effects regressions. The negative interaction term 

between corruption and youth survives even after controlling for lagged internal stability. 

Both the Hansen test of over-identification restrictions and the second-order serial correlation 

test are satisfactory, i.e., the internal instruments are valid and the estimations are consistent 

(we can reject the second-order serial correlation). 

 

4- Conclusion 

We investigate how the impact of increases in corruption on political stability may be 

contingent on the relative size of the youth bulge. To test this hypothesis, we employ panel 

data covering the 2002-2012 period and more than 100 countries. Our theoretical argument is 

supported by the data. In particular, the stability effects of corruption decrease with higher 

levels of the youth population (15-24 years of age) in the adult population (15 years of age 

and higher). Corruption is a destabilizing factor for political systems when the share of the 

youth population in the adult population exceeds the threshold level of approximately 19%.  
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Our main results hold when we control for the effects of economic growth, youth 

unemployment, democracy, population growth, the share of FDI (foreign direct investment) in 

the GDP, trade openness, secondary school enrolment rate, total natural resource rents in the 

GDP, income inequality, and country and year fixed effects. We also show that our main 

interaction term of corruption and youth remains robust when we control for other competing 

channels of the stability effects of youth, as suggested by Urdal (2006). A combination of 

increasing corruption and the demographic burden of youth is a ticking time bomb like we 

have already experienced in the political re-configuration in the Middle East and North Africa 

since 2011.  

Our results have policy implications regarding anti-corruption reforms aimed at 

improving internal political stability. In the case of limited funds for such reforms, they 

should be used effectively, i.e., where the youth bulge is high.  
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Appendix 

Table A1. Summary statistics of the main variables 

Variables  Mean S.D. Min. Max. Obs. 

ICRG Stability (stab_icrg)       

 overall 9.32 1.65 2.92 12.00 N =1530 

 between  1.50 3.94 12.00 n = 140 

 within  0.69 5.21 13.12 T-bar = 10.92 

WGI_Corruption (reversed cor_wgi)       

 overall 0.07 1.01 -2.55 1.92 N = 2064 

 between  0.99 -2.45 1.71 n = 189 

 within  0.17 -0.81 0.90 T-bar = 10.92 

Youth1524_15plus       

 overall 26.88 8.16 11.29 42.10 N = 2090 

 between  8.10 11.96 40.96 n = 190 

 within  1.15 19.97 31.33 T = 11 

Youth1524_totalpop       

 overall 17.97 3.35 9.78 26.26 N = 2090 

 between  3.28 10.28 24.02 n = 190 

 within  0.71 13.35 21.90 T =  11 

WGI_corruption*Youth1524_15plus       

 overall 7.41 24.28 -45.69 68.79 N = 2064 

 between  23.86 -43.05 61.05 n = 189 

 within  5.08 -18.62 34.41 T-bar = 10.92 

WGI_corruption*Youth1524_totalpop       

 overall 3.43 16.48 -36.07 39.06 N = 2064 

 between  16.21 -33.95 31.95 n =  189 

 within  3.29 -11.18 19.58 T-bar = 10.92 
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Table A2. Description of variables 

Variable Definition and source 

stab_icrg This is an assessment of political violence in the country and its 
actual or potential impact on governance. The highest rating is 
given to those countries where there is no armed or civil 
opposition to the government and the government does not 
indulge in arbitrary violence, direct or indirect, against its own 
people. The lowest rating is given to a country embroiled in an 
on-going civil war. The risk rating assigned is the sum of three 
subcomponents, each with a maximum score of four points and a 
minimum score of 0 points. A score of 4 points equates to Very 
Low Risk and a score of 0 points to Very High Risk. The three 
elements in this index are: Civil War/Coup Threat, 
Terrorism/Political Violence, Civil Disorder. Its range is from 0 
to 12. The higher score means lower internal conflict or higher 
internal stability. Source: ICRG (2015) 

wgi_corruption Reversed version of World Governance Indicators Corruption 
index. It “captures perceptions of the extent to which public 
power is exercised for private gain, including both petty and 
grand forms of corruption, as well as "capture" of the state by 
elites and private interests”. The WGI_Corruption is from about -
2.5 to 2.5. Higher scores in this revised index means more 
corruption. Source: http://data.worldbank.org/data-
catalog/worldwide-governance-indicators 

youth1524_15plus The share of youth population (15 to 24 years) in adult 
population (15+). Source: http://data.worldbank.org/data-
catalog/population-projection-tables  

youth_unemployment Unemployment, youth total (% of total labor force ages 15-24) 
(modeled ILO estimate). Youth unemployment refers to the share 
of the labor force ages 15-24 without work but available for and 
seeking employment. Source: World Bank (2015) 

population growth Population growth (annual %) is the exponential rate of growth 
of midyear population from year t-1 to t, expressed as a 
percentage. Source: World Bank (2015) 

GDP per capita growth Annual percentage growth rate of GDP per capita based on 
constant local currency. Aggregates are based on constant 2005 
U.S. dollars. Source: World Bank (2015) 

fdi_gdp Foreign direct investment, net inflows (% of GDP). Source: 
World Bank (2015) 

trade_gdp Trade is the sum of exports and imports of goods and services 
measured as a share of gross domestic product. Source: World 
Bank (2015) 

secondary_enrolment Gross enrolment ratio. Secondary. All programmes. Total is the 
total enrollment in secondary education, regardless of age, 
expressed as a percentage of the population of official secondary 
education age. Source: World Bank (2015) 

totalrent_gdp Total natural resources rents (% of GDP). 
Total natural resources rents are the sum of oil rents, natural gas 
rents, coal rents (hard and soft), mineral rents, and forest rents. 
Source: World Bank (2015) 

van_index Vanhanen index of democracy. Source: 
http://www.fsd.uta.fi/en/data/catalogue/FSD1289/meF1289e.html 

gini_net Net income inequality (post tax, post transfer). Source: Solt 
(2009) 
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Table A3. Names of the countries in the estimation of Model 1.6 in Table 1 

Albania   Algeria   Angola   Argentina   Armenia   Australia   Austria   Azerbaijan   Bahamas 
 Bangladesh   Belarus   Belgium   Bolivia   Botswana   Bulgaria   Burkina Faso  Cameroon"  Canada  

 Chile   China   Colombia   Costa Rica   Cote d'Ivoire   Croatia   Cyprus  
 Czech 
Republic   Denmark  

 Dominican 
Republic   Ecuador  

 Egypt Arab 
Rep.   El-Salvador   Estonia   Ethiopia   Finland   France   Germany  

 Ghana   Greece   Guatemala   Guinea   Guinea-Bissau  Honduras   Hungary   Iceland   India  

 Indonesia  
 Iran Islamic 
Rep.   Ireland   Israel   Italy  Japan   Jordan   Kazakhstan   Kenya  

 Korea Rep.   Latvia   Lebanon   Lithuania   Luxembourg   Madagascar   Malawi   Malaysia   Mali  
 Malta   Mexico   Moldova   Mongolia   Morocco   Mozambique   Namibia   Netherlands   New Zealand  
 Nicaragua   Niger   Nigeria   Norway   Pakistan   Panama   Paraguay   Peru   Philippines  

 Poland   Portugal   Romania  
 Russian 
Federation   Senegal   Serbia  

 Slovak 
Republic   Slovenia   South Africa  

 Spain  
 Sri Lanka   Suriname   Sweden   Switzerland  

 Syrian Arab 
Republic   Thailand   Togo  

 Trinidad and 
Tobago  

 Tunisia 
Turkey   Uganda   Ukraine  

 United 
Kingdom   United States   Uruguay  

 Venezuela 
RB   Yemen Rep.  

 Zimbabwe                  
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Table A4. Countries with a youth bulge higher than the critical level of 19% in 2012 
 

Country Corruption > 0  Youth>19% Country Corruption >0  Youth>19% 

Afghanistan 1.41 38.22 Madagascar 0.61 35.40 
Albania 0.72 23.32 Malawi 0.45 37.72 
Algeria 0.54 26.38 Maldives 0.44 31.14 
Angola 1.29 36.99 Mali 0.76 36.15 
Argentina 0.49 21.79 Mauritania 0.60 32.64 
Armenia 0.53 21.49 Mexico 0.41 25.91 
Azerbaijan 1.07 25.05 Micronesia, 

Fed. Sts. 
0.11 37.00 

Bangladesh 0.87 28.92 Moldova 0.60 19.65 
Benin 0.92 34.79 Mongolia 0.52 27.43 
Bolivia 0.70 31.22 Morocco 0.41 26.41 
Burkina Faso 0.52 36.87 Mozambique 0.59 35.49 
Burundi 1.46 37.10 Myanmar 1.12 24.07 
Cambodia 1.04 29.16 Nepal 0.83 31.08 
Cameroon 1.24 36.06 Nicaragua 0.78 31.79 
Central African 
Republic 

0.89 34.25 Niger 0.69 35.08 

Chad 1.25 38.78 Nigeria 1.13 34.03 
China 0.48 19.87 Pakistan 1.06 32.60 
Colombia 0.43 25.06 Panama 0.39 24.04 
Comoros 0.73 31.56 Papua New 

Guinea 
1.04 31.28 

Congo, Dem. 
Rep. 

1.30 36.22 Paraguay 0.84 29.66 

Congo, Rep. 1.19 32.50 Peru 0.39 26.67 
Cote d'Ivoire 0.91 33.90 Philippines 0.58 30.14 
Djibouti 0.38 32.60 Sao Tome and 

Principe 
0.39 33.42 

Dominican 
Republic 

0.83 26.80 Saudi Arabia 0.06 23.39 

Ecuador 0.66 26.31 Senegal 0.32 35.83 
Egypt, Arab Rep. 0.57 27.48 Sierra Leone 0.94 33.57 
El Salvador 0.38 31.58 Solomon 

Islands 
0.44 32.20 

Equatorial Guinea 1.56 31.86 Somalia 1.59 36.71 
Eritrea 0.65 35.31 South Sudan 1.34 35.27 
Ethiopia 0.60 36.64 Sri Lanka 0.24 20.26 
Fiji 0.44 25.29 Sudan 1.51 33.71 
Gabon 0.55 31.84 Suriname 0.37 23.29 
Gambia, The 0.64 36.25 Swaziland 0.33 39.27 
Guatemala 0.61 34.42 Syrian Arab 

Republic 
1.17 31.10 

Guinea 1.11 34.58 Tajikistan 1.18 33.56 
Guinea-Bissau 1.22 33.92 Tanzania 0.85 35.35 
Guyana 0.75 28.22 Timor-Leste 0.98 42.10 
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     (continued) 
Country Corruption > 0  Youth>19% Country Corruption >0  Youth>19% 

Haiti 1.24 31.85 Togo 0.99 34.63 
Honduras 0.94 32.96 Tonga 0.07 30.18 
India 0.57 26.54 Trinidad and 

Tobago 
0.29 18.84 

Indonesia 0.66 23.59 Tunisia 0.18 22.97 
Iran, Islamic Rep. 0.82 25.31 Turkmenistan 1.34 29.33 
Iraq 1.23 33.41 Uganda 0.95 39.21 
Jamaica 0.36 25.80 Uzbekistan 1.23 30.27 
Kazakhstan 0.88 22.91 Venezuela, 

RB 
1.24 25.57 

Kenya 1.10 34.59 Vietnam 0.56 24.69 
Korea, Dem. Rep. 1.37 20.45 West Bank 

and Gaza 
0.78 37.15 

Kyrgyz Republic 1.09 30.85 Yemen, Rep. 1.23 39.00 
Lao PDR 1.04 35.81 Zambia 0.36 36.94 
Lebanon 0.87 25.41 Zimbabwe 1.27 38.84 
Liberia 0.57 33.35    
Libya 1.40 25.78    

Note: Youth is the share of the youth population (15-24 years of age) in the adult population (15 years of age and 
higher). Corruption is the reversed control of the corruption index of the World Governance Indicators.  
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Table A5. Comparing OLS and robust estimators. 

Dependent variable: ICRG Political Stability (stab_icrg) 

 OLS (Model 4.6 in Table 4)  robust estimator 

L. wgi_corruption (reversed) 1.248** 0.736* 
 (2.82) (2.47) 
L. youth2029_20plus -0.0561 -0.0578 
 (-0.95) (-1.46) 
L. wgi_corruption*youth2029_20plus -0.0550*** -0.0457*** 
 (-3.57) (-4.42) 
L. van_ youth2029_20plus 0.00124 0.000903 
 (1.34) (1.45) 
L. gdppcg_youth2029_20plus -0.00119 -0.000773 
 (-1.46) (-1.41) 
L. unempyouth_youth2029_20plus -0.00106 -0.000399 
 (-1.21) (-0.68) 
L. secondary_ youth2029_20plus 0.000805 0.000554 
 (1.65) (1.69) 
L. youth_unemployment -0.00566 -0.00586 
 (-0.27) (-0.42) 
L. population growth 0.0577 0.00423 
 (0.63) (0.07) 
L.GDP per capita growth (gdppcg) 0.0420 0.0376* 
 (1.84) (2.46) 
L. fdi_gdp 0.00189 0.00117 
 (0.53) (0.48) 
L. trade_gdp -0.00222 -0.000954 
 (-0.81) (-0.52) 
L. secondary_enrolment -0.0232* -0.0159* 
 (-1.98) (-2.02) 
L. totalrent_gdp 0.00625 0.00467 
 (0.87) (0.97) 
L. van_index -0.0243 -0.0238 
 (-1.00) (-1.45) 
L. gini_net 0.00445 -0.0241* 
 (0.30) (-2.42) 
Country dummies Yes Yes 
Time dummies Yes Yes 

N 819 818 
R-sq 0.90 0.95 

Note: t statistics are in parentheses. We use ordinary standard errors because leverage plot is not available for 
robust standard errors in Stata. Constant term is included but not reported. Robust regression is an alternative to the 
OLS method, dealing with possible effects of outliers and influential observations. Stata's rreg command is used to 
estimate robust regression. *Significantly different from zero at 90%, **95%, and *** 99% confidence. 
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